
Backprojection on SPOT, Part 2 
In this project you will be working on our new robot 
SPOT. The goal is to provide the robot with a 
Backprojection capability: Imagine, the robot is 
equipped with a video projector: Can the robot use this 
video projector for augmented reality, and can we use, 
e.g., a Nintendo WII game controller to control a mouse 
pointer (see Fig below)?


Your task in this project will start out in the lab:  You will 
use an LED-based Video Projector to project the imager 
of a pointer onto a wall. Then, we want to use a 

Nintendo Wii-game controller with GiroSensor to control the project pointer on the wall.


To do this work, you should ideally have good python skills. You should know linux, 
ideally you have completed the applied machine learning and a course in Computer 
Vision or Image processing with a good grade. Ideally, you have also a good 
software engineering background. 

Contact:


Volker Krüger Professor i 
Datavetenskap 

volker.krueger@cs.lth.se

Fig. 4. Structure of the welding skill, corresponding to the general skill
concept from Figure 3. The required parameters (middle) are specified
during the teaching phase (left) and used during the execution (right). The
human is interacting directly with the robot during online teaching which is
constituted by the “Adjust studs” step. During execution, the robot should
be fully autonomous.

assisted in adjusting stud positions manually on-site as easy
and efficient as possible. The stud positions can initially be
calculated from the wall model and the stud pattern. The
operator must then both be able to add new stud positions
and move and delete existing studs positions.

As in most HRI systems, two-way communication is
required. The robot must be able to inform the operator about
its current state, and the operator must be able to provide new
commands to the robot.

1) Robot-to-Human: A traditional approach to interact
with the operator would be to provide a graphical interface
on a monitor or a tablet, where the stud positions could be
adjusted. In this paper, we propose to instead project the stud
positions directly to the ship wall segment. If the calibration
between the robot and the wall is sufficiently precise, this
will allow the operator to focus his attention towards the
area of interest instead of towards a screen. We denote this
space the object space.

2) Human-to-Robot: When the robot projects information
directly into object space, the operator should also be able
to work in object space. This could either be with human
gestures that the robot can detect, or it could with a pointing
device that can function as a cursor. For this system, a cursor
based solution is chosen the cursor based solution, both
because gesture recognition tend to be slow and unreliable,
but also because a cursor based solution does not require the
operator to be located at a particular location relative to the
robot.

The relationship between the pointing device and the pro-
jected cursor can either be absolute or relative, as illustrated
in Figure 5. With relative cursor control, the cursor must
be displayed by the projector and it will therefore only be
possible to point in the projectors’ field of projection. With
absolute cursor control, a laser pointer or similar can be used

as cursor, thereby making it possible to point also outside
the projectors’ field of projection. For the current task, the
cursor is only required to interact with projected information,
however. Therefore the simpler solution is chosen with a
projected, relative cursor control. This will also minimize
calibration issues.

Fig. 5. The relationship between a pointing device and a cursor can be
either relative or absolute.

The laboratory setup is shown in Figure 2. To control the
cursor, any available IMU device with an accurate accelerom-
eter could in principle be used, and in the setup presented
here, a Wii remote has been chosen. In 2(a), the operator is
holding the Wii remote and is adjusting stud welding posi-
tions on the metal plate. In 2(b), the robot is autonomously
welding at the second position. The interface (including the
cursor) is projected from the projector mounted on the end
effector of the robot arm. Figure 6 shows the user interface
close up. In 6(a), the operator is holding and moving the
right-most stud position, and in 6(b), the final stud positions
have been chosen, and the white cursor is not holding any
stud positions.

(a) The cursor us “holding” and
adjusting the right-most stud
position.

(b) The final positions with the
“free” cursor above.

Fig. 6. Teaching of stud positions in object space using the projector. The
operator can add, move and/or delete stud positions using a cursor that is
controlled using an IMU device. The cursor is projected into object space
using the projector mounted on the robot’s end-effector.

IV. EXPERIMENTAL SETUP

The setup used for the results and experiments presented in
this paper is based on commercial off-the-shelf components
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